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Usual
Syuibo 1 De f Ini t ion Dimension

a Speed of sound ft/sec

a.c. Aerodynamic center

Aij, ij Aerodynamic influence coefficients ft 2/rad

b (Wing) span ft

c Chord ft

c Mean aerodynamic (geometric) chord ft

D Drag lbs

g Acceleration of gravity ft/sec
2

1 1 , Moments of inertia about X, Y, Z slug ft
2

xx' yy' zz axes respectively

E I yx, yz, Products of inertia in XYZ system slug ft
2

I xy x' IZ

I~zyIxzzx

L Rolling moment (about X) ft lbs

Perturbed rolling moment ft lbs

L Lift lbs

m Mass (airplane) slugs

Applied moment ft lbs

M Pitching moment ft lbs

M Mach number

m Perturbed pitching moment ft lbs

N Yawing moment ft lbs

n Perturbed yawing moment ft lbs

P Roll rate (About X) rad/sec

p Perturbed roll rate (about x) rad/sec

X



( list of Symbols (Cmit'd)

Usual
Sinbo.L P reDefinitiun Dimension

QPitch rate rad/sec

q Perturbed pitch rate rad/sec

q Dynamic pressure lbs/ft 2

R Yaw rate (About Z) rad/sec

r Perturbed yaw rate rad/sec

S Surface area, Reference (wing) area ft2

t Time sec

T Thrust lbs

U Forward velocity (along X) ft/sec

u Perturbed forward velocity (along X) ft/sec

V Side velocity (along Y) ft/sec

v Perturbed side velocity ft/sec

W Downward velocity (along Z) ft/sec

w Perturbed downward velocity ft/sec

W Angle of attack rad

S E Elevator angle deg, rad

A A Aileron angle deg, rad

SR Rudder angle deg, rad

() Air density slug/ft 3

Flight path angle rad

Pitch attitude angle (total, perturbed) rad

Bank (roll) angle (total, perturbed) rad

CL Lift coefficient (airplane)

X1



be fi ni ti o Usual0- Dimension

CI) Drag coefficient (airplane)

Cm Pitching moment coefficient (airplane)

C Rolling moment coefficient

Cn  Yawtng moment coefficient

Cv  Side force coefficient

Cl. Airplane lift curve slope rad-

CL Control surface lift effectiveness rad -1

(planform)

C Control surface lift effectiveness rad-

(section)

C Drag coefficient for zero angle of attack,
o zero elevator and zero stabilizer angle

Cv  Variation of drag coefficient with rad 1

Dangle of attack
-l

CD Variation of drag coefficient with deg 1 ,

SE elevator angle rad

CD Drag coefficient at zero lift
o coefficient, zero elevator angle

and zero stabilizer angle

CL Lift coefficient for zero angle of
o attack, zero elevator angle and

zero stabilizer angle

C Variation of lift coefficient with deg-l

Er  elevator angle

C Pitching moment coefficient for zero
So angle of attack, zero elevator angle

and zero stabilizer angle

C Variation of pitching moment co- rad-

m efficient with angle of attack

(i.e., static longitudinal stability)

C Mb Variation of pitching moment co- deg 1 ,
E efficient with elevator angle rad

(i.e., longitdinal control power)
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SylliiboI YPe iL LI Usual
D imens ion

C Variation of rolling momit co- rad-1

efficient with sideslip angle

(i.e., dihedral angle)

Variation of rolling moment co- deg-1C, SA  efficient with aileron angle rad

(i.e., lateral control power)

C1 Variation of rolling mom~ent co- deg-l
Rg efficient with rudder angle rad

C Variation of yawing moment coefficient rad' 1

0 with sideslip angle

-1
C Variation of yawing moment coefficient deg 1 ,

nSR  with rudder angle rad

Variation of yawing moment coefficient deg1
n-A with aileron angle rad

C Variation of side force coefficient rad- 1

y with sideslip angle

C Variation of side force coefficient deg 1I
R with rudder angle radR

-1
C y Variation of side force coefficient degl,

with aileron angle radA

CD  Variation of drag coefficient with
u speed (i.e., speed damping)

CL  Variation of lift coefficient

u with speed

C Variation of pitching moment

u coefficient with speed

CD. Variation of drag coefficient with

Qrate of change of angle of attack

CL  Variation of lift coefficient with

rate of change of angle of attack

C Variation of pitching moment co-
efficient with rate of change of angle

of attack
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C:D Variation of drag cofHiclent with

q pitch rate

C L Variation of lift coefficient with
q pitch rate

Ct Variation of pitching moment co-
q efficient with pitch rate

C Variation of side-force coefficient
Y. with rate of change of sideslip angle

C1  Variation of rolling moment coefficient
with rate of change of sideslip angle

C n Variation of yawing moment coefficient
n with rate of change of sideslip angle

C Variation of side-force coefficient
Y p with roll rate

C2  Variation of rolling moment coefficient
p with roll rate

C Variation of yawing moment coefficient
p with roll rate

C Variation of side-force coefficient
Yr with yaw rate

C1 Variation of rolling moment coefficient

r with yaw rate

C Variation of yawing moment coefficient

r with yaw rate
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Abst ra." t

.' jia. itat iv e measure of line.-ar system controllability quality

was dL-v,.lopt-d, imple ,eiited in a software program, and demonstrated

throul-h a priclrininary evaluation of an experimental aircraft flight

,,~uut~vr'VI ,,v ci. Aerodynamic data (stability and control derivatives)

St cnlculated witi linear aerodynamics software, then used in

tic liii ,arized pt.rturbation motion equations to generate a linear state

space icpresentation of aircraft motion. This representation was then

used as the differential constraint equatiun for a quadratic cost

functional which minimizes the control energy required to reach a specified

final state.

The singular value decomposition of the controllability Grammian,

which appears in the solution to this optimal control problem, yields a

unique, time-varylng, orthogonal set of basis vectors (%r, i-1,2,...,n)

which are ranked by the control energy required to move the linear sys-

tem along each vector. Each L is the least costly (in control energy)

direction to control in the orthogonal complement to that subspace of

(Rn) containingVY, J=l,2....,(i-l).

The experimental flight control system consists of variable inci-

dence wingtips acting as elevons and rudders, used on a supersonic-

cruise lightweight fighter. The evaluation included both comparison of

basis vector sets between baseline and modified aircraft and direct

comparison of the control magnitudes required to reach sample final

states. Results show the experimental controls are unsuitable due to

1) poor longitudinal and lateral control power

2) no yaw/rudder control available due to symmetry restrictions

in the linear aerodynamics software.

xv



CALCULATI NG AIRCRAFT

CONTROLLABILITY QUALI1

I. Tntroduction

Back -o tILId

In the field of linear system analysis, the concept of controlla-

bility is well known; i.e., it is determined by the rank of the con-

trollability matrix

[8' '"AS :A'B, . : ,AB

of the linear system described by the state space matrix equation

A + Ba (2)

However, this measure of linear system behavior is largely qualitative.

Either the controllability matrix is of full rank or it is not; there-

fore, the linear system is either completely controllable or it is

not. Although there is a transformation matrix which separates the

state space into completely controllable and completely uncontrollable

modes, this is still only a qualitative result. The only information

gained about the system's controllability characteristics is a

4 "yes-or-no" answer as to whether a given mode is controllable or not.

In terms of "ease" or "difficulty" of controlling the controllable

modes, this method gives no quantitative measure of system controlla-

bility. Neither is there any quantitative indication of "how close to

uncontrollable" are the controllable modes.

Compare this situation with that of stability analysis. The

./1
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techniques used in stability analysis not only determine the qualita-

tive "yes-or-no" answer concerning stability of each mode, but also

quantitatively describe the characteristic modes of system motion

(e.g., exponential growth, exponential decay, damped sinusoid, etc.).

In addition, there are quantitative methods to measure the stability

characteristics of the system, such as time constants, damping ratio,

etc. We now explore a similar quantitative measure of system con-

trollability characteristics which would be useful as a control

system analysis tool.

This study developed a method to identify that unique, time-

varying set of characteristic directions in state space (Rn) which

describes the system controllability quality. In this set, the n

directions are mutually orthogonal and therefore the set spans (Rn).

Also, these directions can be ranked according to the relative amount

of control energy required to reach a fixed-magnitude final state

located along each respective direction. Not only can these

directions be ranked with respect to each other, but they also indi-

cate the easiest and hardest to attain directions in the entire

system state space (R). The definitions of these special directions

are:

Direction I) the easiest direction of all to attain (i.e.,

least control energy to reach) in the entire system state space (Rn);

Direction 2) the easiest direction of all to control (least

control energy to reach) in (R n-), that particular subspace of (Rn)

which is the orthogonal complement to the one-dimensional subspace

spanned by direction 1.

2
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Direction i) the easiest direction of all to control in (Rn-i+l),

that particular subspace of (Rn) which is the orthogonal complement

to the (1-l)-dimensional subspace spanned by directions 1 through

(i-i).

Direction n) the most difficult direction of all to control

(most control energy to reach) in the entire state space 
system (Rn).

This new quantitative measure of controllability quality, then, con-

sists of the relative amounts of control energy required to move the

linear system along each orthogonal direction in this unique, time-

varying set.

The development of this quantitative measure of linear system

controllability appears in detail in Chapter IV and employs the follow-

ing rationale. First, consider the functional

Jfattil = ~1 t J r (3)
0

When the matrix R Is limited to diagonal form, with only non-negative

" 2
diagonal elements, the Integrand (uTRu) becomes dui Rii, which may

be interpreted physically as "control energy", analogous to the

2
expression for kinetic energy, a mV . Restricting R to non-negative

diagonal form, then, the entire functional expression J(;(t)) is the

net control energy used during the time interval [O,tf ]. Now let the

linear system begin at zero initial state and alternately drive it to

the same final state, xf, at the same final time, tf, by using two

-1 -2
different control input histories, u (t) and u (t), which result in

3
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two different respective state space trajectories, x (M and x (t).

In geuneral, one of these control histories will require less control

energy thani tile other, as measured by the relative magnitudes of

their respective functionals, Jl.J (t)) and I2-J(u
2 (t)); i.e., for

a fixed final time and final state, the control history-response

trajectory combination with the smaller J(u(t)) is "easier" to attain

since it requires less control energy.

Second, we use this control energy functional to make the quanti-

tative evaluations of the controllability characteristics of the

linear system. Rather than comparing arbitrary control histories

which drive the system to an arbitrary final state, we wish to select

those specific final states which can be used to identify absolute

limits of control system capabilities. The minimum control energy

is found by solving the following constrained optimization problem:

Find the u(t) that minimizes the quadratic functional

J (i~t 4 0 P. (4)

where R is positive definite, subject to the linear differential con-

straint

A= i+ B

where x(O) -0and xf X(tf) are specified. Using the singular

value decomposition of the controllability Grasmian,

= ~ B 'f~ti4&?'(5)0

I At
where t) is the state transition matrix, e , we calculate the

unique set of n characteristic directions, defined above, in (R n)

4
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which describe system controllability quality.

Application of the Concept

To demonstrate one possible application of this quantitative con-

trollability measure, consider a "controllability comparison" between

two different aircraft. Presently, the qualitative determination that

one aircraft is controllable while the other is not is the only rela-

tive measure of controllability performance. If the two aircraft are

either both controllable or both uncontrollable, no information has

been gained from which to decide any relative merit of either aircraft

system. In such cases, we have no quantitative information as to

which aircraft is "more controllable". A typical application of this

new quantitative controllability measure, then, is to generate these

quantitative results for different aircraft and compare them in order

to deduce some general conclusions about relative controllability

performance between the two aircraft-control system combinations.

Rather than compare two totally different aircraft, this study con- w

sidered the comparison of two different control systems installed on

the same basic aircraft. Specifically, this was a preliminary eval-

uation of a new flight control system concept compared to a more

conventional flight control system.

Control System Concept and Aircraft Selection

Host current aircraft flight control systems involve three

separate sets of control surfaces, each set primarily producing

moments about only a single axis of rotation of the aircraft. An

alternative to this one-axis moment control surface is the all-flying

horizontal tail which generates both rolling and pitching moments by

using asymmetric and symmetric stabilizer deflections, respectively.

%.5



logically, the simplest uoment control system using such a multi-axis

concept would be a single surface, or set of surfaces, which would

provide moments about all three axes of rotation. The experimental

control system tested in this study is an attempt to use such a

system, and is configured as follows.

The new flight control surfaces are the wingtips (Figure 1),

which act as conventional elevons to generate pitch and roll control,

and are deflected individually to produce yawing moment. Two different

forces produce yawing moments in this case: first, asymmetric drag of

the single deflected tip; and second, side force of the deflected tip.

Using the moment equation

- x xy +X (6)

Figure I shows the wLngtip drag force, FD , acting through a y-axis

(
Figure 1. Yawing Moment Due to Individual Tip Deflection

6



m,.witnt jim, tgog'thcr wiit FLy Lte side force component of the net

willLip Lit t ucrc FL 1 acting through an x-axis moment arm, combining

to produ( e the rstil tant H yawilng moment.z

The aircraft chousen fur this new control system is the Boeing

Lightweight Expurimental Supercruiser (LES) model 230-Y (Figures 2

and 3). There are two reasons for this choice. First, geometry data

was available from Boeing for modeling the 230-Y with FLEXSTAB to calc-

ulate ahl necessary aerodynamic data. Second, as a contractor-funded

design, the 320-Y represents a practical, physically realistic baseline

control system against which to compare the new system.

Purpose

The purpose of this study was to both develop a quantitative

measure of linear system controllability characteristics and to

demonstrate this measure as the main tool in a preliminary evaluation

of an unorthodox aircraft flight control oystem.

Goals

There are three separate goals of this study. The first goal is

the theoretical development of this quantitative measure of linear

system controllability. The second goal is the implementation of the

software to calculate this quantitative measure. The third goal is

the practical demonstration of this seftware by both using it to cal-

culate the degree of controlLability of three different aircraft/

flight condition combinations, then us:-ng these results to make a

preliminary evaluation of the particular flight control systems used

on the experimental aircraft.

Assump t ions

First, this study assumed a rigid aircraft ignoring the effect of

7
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FIgure 2. Baseline Boeing LES 230-Y
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Figure 3. Boeing LES 230-Y With Experimental Control Surfaces
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structural dynamics on the design of the control systems. The second

restriction was to address only linear systems, which permits

linearization of both dynamics and aerodynamics. The fairly uncon-

ventional aircraft configuration chosen for analysis reasonably

precluded the use of the theoretical/empirical DATCOM methods

developed from more orthodox configurations. Instead, the FLEXSTAB

(References 1 and 2) digital computer program, based on linear aero-

dynamic theory, was used in this study. Although wind tunnel testing

would provide the most accurate aerodynamic data, the linear modeling

of aerodynamics should not significantly impair the accuracy of the

results, since the study is limited to the same small perturbation

region about some equilibrium.

Approach and Overview

The first step in the study was to use the FLEXSTAB program to

estimate the aircraft stability and control characteristics. This data

is presented and discussed in Chapter II.

The second step was to convert the stability and control deriva-

tives from FLEXSTAB, using the linearized equations of motion, into

the constant-coefficient matrices of the linear system state space

representation. The results, along with a derivation of the linearized

aircraft equations of motion, are given in Chapter 111.

The third step was to quantitatively measure the degree of con-

trol capability of each linear syitem at the defined flight condition.

Theoretical development of this quantitative measure is presented in

Chapter IV. The results of the control system evaluation, in terms

of this measure of controllability, are given in Chapter V. Chapter VI

lists the conclusions and recomimendations of this stutk.

10



1 1. Aero)dnamle Data Generation

Basic F rIeory and Outputs

Aircraft flight characteristics were calculated using the FLEXSTAB

computer program (References 1 and 2). FLEXSTAB uses an aerodynamic

theory based on a first-order, linear, small-perturbation approximation

to the unsteady, inviscid, irrotational, velocity potential equation:

where a is the local speed of sound for both subsonic and supersonic

flow. This partial differential equation has the physical boundary

condition of zero normal velocity

V -.F - o (8)
at F(x,y,z,t) - 0 , the aircraft surface.

Details of this method are presented in Reference 1.

The net FLEXSTAB outputs are: (1) for a straight and level flight

condition at the trim airspeed UI, with all other trim parameters and

control surface deflections set to zero, the aerodynamic force

derivatives are calculated; (2) these derivatives are used in linear-

ized equilibrium equations to calculate the actual trim values for all

the aircraft state and control variables; and (3) these trim values are

finally used to calculate the stability and control derivatives for the

trimmed reference flight condition.

Control Surface Definitions

FLEXSTAB assumes the aircraft to be symmetrical with respect to

11



the XZ plane, as in Figtue 4, and only accepts control surfaces

located either on the XZ plane or else located symmetrically with

respect to the XZ plane. Also, control surface pairs not on the XZ

plane must be deflected symmetrically, like elevators, or asymmetri-

cally , like ailerons. The effect of a single surface deflection on

either side of the XZ plane cannot be modeled. This FLEXSTAB restric-

tion, then, reduces the experimental flight control system to a pair

of wingtips acting as elevons, with no provision for rudder effects

except for the coincidental lateral/directional effects of ordinary

aileron deflections. For conventional control systems, the following

sign convention for control deflections is adopted: down elevator,

right aileron up, and left rudder deflections are taken as positive.

For the experimental control system, vingtip deflections StiPR and

S tiPL are defined as positive for wingtip trailing edge down.

Applying this convention to all three moment axes, wingtip deflections

generate the same moments as the following conventional controls:

positive tPR equivalent to positive JEs negative SA

positive tiPL equivalent to positive SEs positiveSA

Using the following definitions for control surface deflections

for the unconventional aircraft,

+ I = 1 , + Sri ) (9)

+CSA A: + £TE.)(10)

e '( £ - ,, ) (11)

it is apparent that there is no "pure" rudder deflections possible.

Any roll or yaw effects due to rudder are already contained in the

12

I.-



FUSELAGE (INTERFERENCE BODY)

FIN (HN BODY 3)FUSELAGE

TIP (THIN BODY 02) WING (THIN BODY #l) (SLENDER BODY)

9V THIN 9OSY PANEL CENTROIBS
6 INuEFEENCE NO0T PANEL CIIITROIDS
0 SLENDE 01 CONIOL POINTS

fN - .a

_. • . •~ ~~~ . ..• - --

HI flRAusI AUS

Figure 4. Aerodynamic Paneling Approximation

13



ailerou derivatives, and any pitch eclfects due to rudder are already

containied in the elevator derivatives.

Since some rudder surface must be defined in FLEXSTAB, a strake was

included as an artificial rudder to allow FLEXSTAB to always successfully

trim the experimentally-controlled aircraft, but all strake-related

rudder control derivatives were discarded.

Discussion of Data

Tables A.T, A.11, and A.11! show the respective FLEXSTAB-computed

results for both the baseline and experimental LES 230-Y aircraft at

the indicated flight condition. Comparing the two LES 230-Y models,

the differences in several trim and stability parameters warrant

explanation: (I) trim values for angle of attack, thrust, and eleva-

tor; and (2) static longitudinal stability, CM . The trim angle of

attack difference is probably due to the baseline aircraft's wingtip-

mounted vertical fins. They provide an endplate effect which generates

a stronger lift distribution than for the fin-less experimental

aircraft. The baseline aircraft can thus produce the same amount of

lift at a smaller angle of attack. The baseline aircraft's larger

trim thrust is also due to its vertical fins, which produce more drag

(thereby requiring more thrust) than the fin-less experimental

aircraft. This erroneously large disparity in trim thrusts is due to

the inherent inability of FLEXSTAB linear theory to accurately predict

drag data. Experimental wingtip Lrim deflection of 35* would certainly

produce even more drag and require more trim thrust than would the

baseline fins plus elevators trimmed at only 4° deflection.

The difference in trim elevator settings is due to the differences

between the two types of elevator control surfaces. Table A.!!I shows

14



L hit Hi. cs ljt'irzt11 l l'vuois are lar les.s el fective, as measured by

C dM'6 Il C L E * Hl reasons for Lhiii include: (a) the experimental

wingtip elvvons, are physically much smaller in surface area than the

baseline trailing edge elevons, so can generate less change in net

lilt pvtt degree of deflection; (b) the control surface center of

presstre for the baseline elevons has a longer moment arm, with respect

to the aircraft center of gravity, than for the experimental wingtip

elevons, so the experimental surfaces produce less change in pitching

moment for the same amount of change in net lift; (c) the extreme

wingtip anhedral (600) reduces by half the vertical component of the

change in net lift used to generate changes in pitching moment. These

three effects combine to severely limit the experimental wingtip

elevons' pitch effectivenass. Since an aircraft would never be

designed to fly with such large trim settings, a better preliminary

design approach would be to modify the trailing edge camber of the

wing (i.e., to "design in" more up-elevator) to allow a more reason-

able trim elevator setting for the experimental aircraft. Also, more

control power could be gained by increasing the physical size of the

wingtip elevons.

The experimental aircraft is also statically unstable in pitch,

as seen by a positive C in Table A.II. Both L9S models were balamced

at the same percent mean aerodynamic chord, and in fact have the same

identical wing geometry, M.1.C., and longitudinal location of M.A.C.

FLEXSTAB output data shows that the trim neutral point was slightly

behind the CC for the baseliLne aircraft (stable), and was slightly

ahead of the CC (unstable) "or the experimental aircraft. This

15



netitral point .hiit bvtween identically-wingcd aircraft is also due to

tive prvscace of vertical fins. Since this study was not directed

toward aircraft dusign, these results were left as is, and the analysis

continued after noting the problems discussed above.

The stability and control derivative data of Table K.III is

now coov rted to the linear state space representation of aircraft

prLtUrbatiotI notion by the conversion process described in the next

chapter.

16



I LI Iata (Da ,ytraioih to Sjt _ SConvso t-.traet aton

Convvrting F1.FXS'U'AB-gene.rated stability and control derivatives

into the linear state space representatiott for the various aircraft-

flight condition combinations begins with the six nonlinear differen-

tial equat ions of motion and the two kinematic relationships:

( J-vR wQ) F-AIo 4 + .. (12)

F (14)
(V-uj +VP) z. Y" Gas CO S + -FA

., + pa) + (I - .Q L -- L. (15)

a l A r

11/" axI~I~j l 4M(16)
Q +, (1IC -ILi) PR + IxI ( P'- R)  N + M, (

+ P* (xI ix) Pa . X cQR. N4A*I.T (17)

C.4% 1'%(18)

The first step ie to form the perturbed state equations of

motion with respect to steady state flight. Steady state flight

implies (14:2.25) that all motion variables remain constant. The

perturbation substitution (for each force and moment component and for

all the motion variables) expresses the instantaneous value of each

variable as the sum of the equilibrium value (i.e., trim value)

denoted by the subscript ( ) plus the perturbation away from the

equilibrium value (denoted by the small case symbol). Table I shows

the complete list of perturbation substitutions for all parameters

involved.

The second step is to apply the two fundamental linearity re-

strictions on the magnitude of all perturbations: (I) the small angle

17



Table,

I'.rturbation Substitutions

X-X +x

total steady + perturbation

value state value

value

subscript ( ) aerodynamic force or moment
A

subscript ) - thrust force or moment

U =U + u V V v +v w

P =P + p Q QI + q R R + r

FA =F +f FA Fx + fTx

A Y A YI A YT Y T Y1 T
F -F + fA F + T

MFA + A MT - KTzl +  fT

N N-F + nT

A A T 1

1 1

MMA UIA lr M +U

1. 1I



d poroi t io(f.o 0 Q. -Z 0 iI & Z, t&.A 0 (20)

(2) all perturbation magnitudes are small enough that any produce or

cross-product of perturbations is negligible with respect to the

perturbations themselves. Removing the equilibrium terms and neglect-

ing all nonlinear perturbation terms produces the following linearized

equations of perturbed motion in stability axes:

(. + (c, - ,,r±' () % 1 +Ir 9 4,C.* c.x 1 +

U9

t(C, e % (25)

0* V +K +~r .4 Co(~v.~ s COS

1 tLI It

+ itF[C+)V4e 
94+ yS] (2

Zug 20 2jj191



1 1t

(41, RL.~ I- j e Se2 atI (28)

(-u Co *(L 1 C0%of.) (29)

'1he third step is to substititte the FLEXSTAB-generated stability

and coXitrol derivatives into these linearized equations of perturbed

motion (21) - (29) as the constan: coefficients of the motion and

control variables

rT

% (31)

Solving this system for the time derivatives of the state variables

x yields the state space representation of the aircraft perturbation

motion with respect to steady state conditions:

x - Ax + Bi (32)

where the coefficient matrices A and B are made up of combinations of

the constant coefficients from the original motion and kinematic

equations.

Tables 11 and III show the resulting A and B matrices calculated for

both LES 230-Y models tested, for both the longitudinal and lateral/

directional modes. These A and B matrix pairs define the physical

differential constraint equation of the optimal control problem dis-

cussed in the next chapter. All longitudinal and lateral/directional

mode eigtnvalunes of both aircraft A matrices are In'loded in Table IV.

20
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Table IV

Eigenvalues of Aircraft A Matrices

AIRCRAFT LONGITUDINAL LATERAL-DIRECTIONAL
EIGENVALUES EIGENVALUES

0.0

Baseline -0.016 .005526

LES 0.0289 -0.1602 + j 2.307

-0.4326 + j 1.2 -0.8415

Experimental 1.01

LES -.02829 + j .1118 1.119

0.0 -.88 + J 0.5634

-1.733 .0006578
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ilw' t I ki it , Sro t syst~nls dtc 1oW evaluj.vtd quLlanLitarively by

thir .c i I it V t ) nLs0wu)ver the aircrat t from tie reference flight condi-

i on t o a tpc'it id f inal flight condition differing from the refer-

cn,'v by mllt[ II p it'-irbat ions in the motion variables x of equation tji).

l'kr a giveo rot rt.nc.. I light condition, equation (32) models the

physical changcS in aircraft motion x caused by control deflections u,

when ho ilnstantaneous flight condition is sufficiently close to the

referenoc condition characterized by equation (32). The quantitative

meiasure developed in this study is discussed in the optimal control

technique described below

Basic Theora

The problem is to select the optimal control time history, u(t),

which minimizes the functional performance index

S (33)

where R is a positive definite matrix, and where tf is specified and

both x(t) and u(t) are subject to the constraint equation,

x - Ax + Bu, (34)

and x(t) x0  0 and x(tf) f are specified. Since i(t) can be

expressed as

"(t) = (tx + (35)

the state variables' time history, R(t), is dependent on the control

variabt.s' time history, ;(t). We can treat them as independent, for
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tilt- pil poj' tC of gci[o g at int t- I i r t I'cLtss ry cundit ior for opt iiility,

by i Lrohr'ilg n l..Hgrdngc luItipliersN to forin the augmented pv rfor-

t4,

f ')R4ioA-tr jf 2') a T (36)
o01

S int l, constiait. iS introduced invouving the constant vector

N * ib ;llo a conStant vector. Combining the separate integrands of

equiation (76) yields

T r

Defining the Hamiltonian function as

we now express the augmented performance index as

L-4 I t D4- -(A (39)

The superscript ( )* is hereafter used to denote quantities evaluated

at the optimal condition, i.e., at the minimum value of JA(u(t)).

Examining a non-optimal, neighboring control u(t), lying close to

the optimal u*(t), but differing from the optimum by a variation

((t) (40)

where is a small number. Note that 1(t) may be chosen arbitrarily.

Note als o that both the initial and final conditions x 0 and

X(tf) = xf are always optimal, since they are located on the optimum

trajectory x*(t) connecting x0 and xf* From the calculus of

25



,jj i.j I',L JmV v.iul' o1 JA (1), wh.,rc ,, u*, must he greater than or

(' Itdl LO L11, opt i.,. (miaiminum) J A (U)*. The ueessary conditions for

optlial ity' ot u () are found by expanding J (u) in a Taylor series
A

pjc; i~ii JbOtat tie optimum JA (u*)

.,pa..d tng ulrt hier, we have

T

; AK (42)

The underlined terms are just JA (u*), and the E is factored out to give

~ f r
JA(i)= -(4*) + (~-/~ + (43) "'

Since C can be chosen arbitrarily small, all terms of order E and

higher can be made negligibly small with respect to the f -term. Also,

since 4 can be chosen to be either positive or negative, the only way

JA(U) can always be greater than or equal to JA(-U*), for all permissible

( and j(t), is to require that the coefficient of the & -term in

equation (43) always be zero. This necessary condition for u*(t) to

be the optimal control is then

"' 2 (44)

Applying the fundamental Lemma of the calculus of variations, the

necessary condition for optimality becomes

r = 0, or (45)

U = -r-BTIT(tf -1) % (46)
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In' C i 011 (4 (i ;it( iIlo 6-ouat'1 n (3'j) pives

t ; Tf (t) T j (t (t
0 (47)

II iii ' I, dtilutm11V vat iable of int,-graLion from Z' ro (tf- '), the

t -it i .ii iol (47) bescoII s

L'xprtim hg til conmbilnation BR-B a B B ,where

B R = BR- "  
(48)

tic iilitL.cral becomes
tl r

This integral-matrix expression is defined in the literature (8:402)

as the symmetric (n x n) controllability Grammian, Wc(tf). For both

t o = 0 and t = tf specified in this optimization problem, the bracketed

integral in equation (47) becomes W (tf). Substituting this form for

the integral, equation(47) becomes

(t c(t I (49)

and equation (46) becomes

W"(c) - jrieB T Ttf-,Ow " ftfw lt f)  (50)

Substituting this expression for u(t into equation (33) gives

i -)W¢( T T(T.f-)iRi BtIt.-)Wc' (tf) (tf)at (51)

7



All Li tts involving X(t .) and W. (t ), are invariant over the inter-

valot jtgration, and may be factored out of the integrand to give

rr
WWrtf (= rwj-( (55)

The incgral i tis equation is W(t(L so

Uf

T
T -8

Snce B is a symmetric matrix, the optimal cost functional is

I T -1 -
J C fT) T(54)

The controllability Gra an can be decomposed into

28~t) ) p I T,is a diagonal, matrix of eigenvalues of Wndt and ki

is art orthogonal matrix of column vectors which are the eigenvectors

of W c(t f). Because W c(t f ) is symmetric, the eigenvalues and eigen-

vectors are the same as the singular values and singular vectors,

respectively. Substituting (55) into (54) Sivas

TI~e quantity I T P w is expanded to give

28



-I - T

wh ich is a row vLctor of scalars, [l, C9 . , n where c I is the

inner (scalar) product between x i _ and r i, i.e. c, is the projection

t . long the cigcuvcctor V. of Wc(tf

C L (4i (58)

Substituting this result into equation (56) gives

22
L' ~ LC. i., (59)

This is a weighted sum of squares (c 2 of the components of f along

each of the eigenvectors 7 The individual weights (1/21 ) , as

reciprocals of the elgenvalues gt of Wc(t f) , are now ordered in

ascending order; i.e., where A is the largest eigenvalue from the

singular value decomposition of W (t), so (1/A) is now the smallest
c f

weighting.

The final conclusion from this form of the cost functional is

that an xf, of fixed magnitude, selected along each of the "ranked"

eigenvector directions ?i, will give (in ascending order) cost values

ii(u*), the control energy required to reach xf. That is, if xf is a

unit vector along Wl, then the control cost to reach Xf will be just

1/11. If xf is a unit vector along r2 9 then the control cost to reach

X f will be just l/%2 > 1/%. Also, if xf is alongf n9 the control

cost to reach xf will be 1/% > l/ii - 1,2, .... (n-1). This

characterist ic is the desired meaaure of relative controllability

quality throughout the entire state space. That is, since all

29



tile cigellVector set will completely spai the state space

(Rn), and therefore forms a set of basis vectors for the state space.

Also, sIiice the controllability Granuian is time-varying, the ranked

eigenvector-basis vector set is also time-varying. This implies the

importance of obtaining time histories of the ¢1[(t) vectors over

some tuirtte time interval of interest.

Software mplentat ion

This controllability quality measure, derived from the controlla-

bility Grammian, has been successfully implemented in the computer

program GRAMOP, whose output includes two sets of plots (and print):

1) a set of n "traits" plots, plus a cost history plot;

2) a set of state trajectory and optimal control history plots

for each user-defined final time tf and final state x(tf).

The It h trait plot (e.g., figure B1) shows the history, versus final

time, of the i -ranked (I t-smallest amount of control energy re-

quired) response directiont (t f ) in state space. Recall from

ii
the above that; VI(t f) is one of the n mutually orthogonal, time-

varying eigenvector/basis vector directions spanning (Rn), and that

?i(tf) is just the i th eigenvector of the controllability Graunian

Wc(tf). The cost history plot shows the relative control costs

needed to reach each one of these n ranked directions in state space.

The control and state trajectory history plots show, respectively:

(1) the optimal control history u*(t) that drives the system from

zero initial state to the user-defined final state, using minimum

control energy and (2) the corresponding state trajectory history

x(t) along which the system travels. Chapter V presents the G;RAIOP

results for the two aircraft studied.

30
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V. Rc.Llts

("1ei this study , two separdte aircraf /tlighLt condition combina-

t ions were analyzed:

1) [ES 230-Y - Mach 0.8, 35,000 ft, steady level cruise

2) Moditied [ES 230-Y - Mach 0.8, 35,000 ft, steady level cruise

Tih, two I.ES aircraft were modeled using the FLEXSTAB aerodynamic

paneling program to generate stability and control derivatives for

the indicated flight conditions. These derivatives were used to pro-

duce a state space system of equations for each aircraft/flight

condition combination. These systems of equations were used as the

constraint equation (34) in the GRAMOP program in order to calculate

and plot the basic longitudinal and lateral/directional controlla-

bility characteristics of each aircraft when flying at the indicated

flight conditions. These state and control history plots are best

interpreted by first noting the vertical axis scaling of each

separate plot variable. This scaling clearly indicates which variables 4

are dominant, in terms of relative magnitude, in each response vector

time history. Each test case is discussed in detail.

Aircraft Traits

I) LES 230-Y Longitudinal Case

This Boeing-designed aircraft has wing trailing edge elevons and

rudders on the wingtip-mounted vertical fins, as shown in Figure 2

This aircraft is used as the baseline for the modified LES, to explore

changes within a single aircraft design.

a) Direction 1 (Figure BL)

For the baseline LES, this easiest-to-control response is a combination

31
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0t pit Lt I ki,.t, pitch angl1, and angi, o attack up until about 2

s- .ond-, wileo it becomes almost ent'irely an altitude change, with some

minor velocity change, for times beyond 2 seconds. Sample state and

control trajectories at 1.5 seconds (Figures B2 and B3) show very

small throttle and elevator requirements to drive the aircraft along

this dirLtction. This is consistent with a fighter aircraft designed

for high maneuverability.

b) Direction 2 (Figure B4)

'Fhis response begins as mostly negative velocity, angle of attack, and

pitch angle, but quickly (1.0 seconds) inverts to a combination of

velocity change with opposite pitch angle and opposite angle of

attack.

c) Direction 3 (Figure B5)

This response exhibits several changes in behavior, beginning as

mostly pitch angle and angle of attack, then (around 1.3 seconds)

changes to predominantly altitude until about 3 seconds, when it

becomes mostly pitch rate.

d) Direction 4 (Figure B6)

This vector begins as mostly altitude, quickly (at 1 second) changes

to mostly velocity, witha minor and fairly equal-magnitude combination

of pitch angle, pitch rate, and angle of attack.

e) Direction 5 (Figure B7)

The most difficult response vector remains mostly a combination of

__ angle of attack and opposite pitch angle through the final time

interval tested. The altitude component dies out very rapidly (at

about 0.5 sec.) while the opposite pitch angle component grows rapidly

at the same time. The difficulty of this response is apparent in the
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x L r kW I\ l. I ge el ov.At or col I trol I agn it udes r-qu ired to achieve it

ove-r ::ht t t , a-i Sacc iil Figtre B9. The linearity assumptions of the

conbtraint etuation are grossly exceeded.

t) Cost- PloL (Figure B12)

IMis I igiire shows the' relative costs of response along each Vi (t ).

GRAMOI' correctly shows that no two cost traces overlap, since J(ui)

must always be less thani J(u.) for j>i at any final time, tf, It is

important to notice that all cost lines tend to decrease sharply as tf

increases out to about 2 seconds, then all lines remain somewhat

constant over later final times. Also, the control histories generally

show progressively smaller control deflections used as final time

increases through the 2-second area, which accounts for the sharp drop

in cost magnitude through that interval.

2) LES 230-Y - Lateral/Directional Case

a) Direction 1 (Figure B13)

This easiest response begins as almost entirely roll rate, which

quickly diminishes and is replaced by roll angle. Control history

Figure B15 shows minimal control requirements, again attributable to

the aircraft's combat mission design.

b) Direction 2 (Figure B16)

This response direction history begins as mostly yaw rate, which dies

out very rapidly (at about 0.3 sec.) and is replaced by roll angle,

which is then (at 1.5 sec.) gradually replaced by roll rate as the

dominant component.

c) Direction 3 (Figure B17)

This response begins as mostly roll angle, then very quickly (at about

.5 sec.) becomes mostly yaw rate and remains that way throughout the

33
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r's-t ot t [i t imc ii|t, rva] tLsted.

d) I)irct ioul 4 (Figure Bi8)

Thi. rICSl)O1lSL' is mostly siduslip throughout the entire time interval

tv6Led. coXntrol magnitudes are small, but usually Increasing steadily

with iilcrCasing tt (see Figures B20 and B22).

e) Cost Plot (Figure B23)

Tie cost plot characteristics are similar to the longitudinal case

cost plot.

3) Modified LES 230-Y Longitudinal Case

The modifications to the Boeing design LES 230-Y include removal of

the wingtip/vertical fins, elevons "locked" in the wing surface, and

the anhedral wingtips used as the only set of control surfaces

(Figure 3).

a) Direction 1 (Figure CI)

This response begins as almost entirely pitch rate, then, around 1

second, gradually becomes mosfly a combination of both some lesser

velocity and angle of attack changes along with a larger altitude

change. Consistent with this change, the trend between the two

sample trajectories, Figures C2 through C5, as final time is increased,

Is toward virtually no throttle changes and only elevator movement.

Note also that all control input histories show both left and right

wingtips' movements are identical, which is consistent with both tips

acting together as elevators. Control magnitude drops with larger

final times.

b) Direction 2 (Figure C6)

This response history begins as mostly velocity change, then changes

to a fairly equal combination of pitch rate and opposite altitude
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,, i ' vwLii I and 2 .,ot d. . It ltII gradually becomes a new combi-

i1,itiOll 01 .I I V,11-ir jb iS - psUitive vIocity and altitude changes along

with L ngal v. aglV Ot at Lack, pitch angle, and pitch rate.

c) i rect ion (Figure C)

This r,..onsv begins as a combination of angle of attack and pitch

aiy'Lc, thct changcs at I second to a combination of altitude and

opposite J)itch rate. At 2 seconds it again changes to mostly velocity

chanige with a minor pitch rate component.

d) Direction 4 (Figure C8)

This response begins as altitude change, then (around I second)

changes to a fairly constant combination of pitch rate and opposite

pitch angle, with minor opposite angle of attack.

e) Direction 5 (Figure C9)

This most difficult response history is always mostly angle of attack

with opposite pitch angle. Figures CIO through C13 show that this

response is unattainable within the linear region of either state or

control motion until around 8 seconds final time.

f) Cost Plot (Figure C14)

Cost plot trends generally follow those of the other aircraft.

4) Modified LES 230-Y Lateral/Directional Case

a) Direction 1 (Figure C15)

This response is predominantly roll rate over all times. Beyond 4

seconds, roll rate and roll angle components are roughly equal, while

there is slight opposite yaw rate beginning around 2 seconds. The

sample trajectories (Figures C16 through C19) show that less and Ic:.

control is required as tf increases. Also, note that the only .,,ntIoI

command available is pure aileron, as the right and left tips'
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I I,'-er ,ics-e i-ror iiages of taclh other. This is also consistent

with t"!.X.'I'AB ,vsuietry rcstrictions as well as the stated definition

Of aileron detlection.

b) Direction 2 (Figure C20)

'ItiiS r V.PonLse direction is mostly roll angle except at 1.5 seconds,

whenl opposite roll rate briefly dominates, then quickly diminishes

until 2 seconds. At that time, opposite roll rate again grows until

it is the secondary component, with roll angle still dominating.

c) Direction 3 (Figure C21)

This direction is dominated at all times by negative yaw rate. At

about I second, a minor positive sideslip angle component begins. At

about 3 seconds, another minor negative roll rate component begins.

This plot shows the first evidence of some numerical problems in the

software at around 9 seconds, as all vector components abruptly

shift values. This is due to numerical ill-conditioning of the A and

B matrix combination for the aircraft, which results in the final time

Crammian and its inverse being incorrectly computed by the existing

library matrix subroutines. A specially-written Grammian inverse sub-

routine, which made use of the singular value decomposition of the

matrix, eased the numerical problems to some extent but did not remove

them completely.

d) Direction 4 (Figure C22)

This most difficult response is always dominated by sideslip, with a

minor yaw rate component beginning around 2 seconds. Numerical

ptoblems again appear around 9 seconds, as discussed above. The very

poor controllability of this direction is shown in Figures C23 and

C24 (2.0 seconds) where extremely large state and control magnitudes
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jrt, it r i "d. i \ .o, I 1'igires C25 and C2 /Sh-ow nunerical problims,

-in'L, L . tS itCt ta j,!.,-tor its nevr r, ch x v exactly. Thi s is 3lso

att ribuited to the* part'icular routines used to compute the .raminian.

e) Cot Pl) t (Figure C29)

Cost ti-ii'ds titI follow those of all other cases. However, the

jiumerical problem attects the highest two cost lines, around 9

secoids. Clearly this aircraft/flight control system combination is

very badly behaved in the lateral/directional mode.

Traits Discussion

The response characteristics of these two aircraft/control system

combinations all exhibited certain trends:

1) Each ranked response direction appears to be divided into three

distinct areas: a) the very short final time range (0 to 2 seconds)

where the state directions remain somewhat constant; b) a "transition

region", usually from final times of 2 to 5 seconds, where the state

variable components are changing from their short-time to long-time

constant values; and c) the long final time region, later than 5

seconds, where the directions are again fairly constant in the state

space, but different from the previous directions. These three

"bands" may be physically interpreted as the dominance of the short

period/Dutch roll modes and phugoid/spiral modes in the first and

third tf bands, respectively, and the transition between the two modes

during the second band.

2) It is very difficult for the flight control system to drive

the aircraft along these "worst" directions, since they usually

combine conflicting state variable motions, e.g., positive angle of

attack along with negative pitch angle and rate, as shown in Figure C9.
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S10111 ,A 1 ILI ' I v i cwpo in t I ts't' d iroc t ions ustia I Iy represent highly

tiniur tHiod, a i r r~l L Mont. ioS that areniither required nor naturally

0 -C'LII" dtutIillg 1otIndI aircaftL use. FiguresCl1 and C13again show that

argtr tint I t nimes require less control magnitude, probably due

t,, lie iircratt's dynamic response approaching xf with relatively

l ittle e'xtra hlip from the control system.

Oi rt.ct Aircraft (omparison

These aircraft/control system combinations were also studied

using a direct, "head to head" comparison. Each aircraft is "flowni"

to the same arbitrary set of state vectors for both the longitudinal

and lateral cases, and the state &nd control trajectories are compared

to see which aircraft required the least control and state variable

displacements. Four different final state vectors were used (see

Table V), each at three different final times of 2.5, 5.0, and 7.5

seconds. Certain final time examples show results typical of results

Table V

Direct Comparison Final State Vectors

VECTOR tf u(FT/SEC) ( (DEG) o (DEG/SEC) o(DEG) (FT)

LONG. #1 7.5 -5.0 3.0 0.25 5.0 25.0

LONG. #2 5.0 -25.0 8.0 12.0 8.0 75.0

VECTOR t f ( (DEG) *(DEG) -p (DEG/SEC) r (DEG/SEC)

LAT. #1 7.5 0.0 60.0 25.0 0.0

LAT. #2 2.5 10.0 5.0 2.0 5.0
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( iol .111 thrQl- tinL.l , wiLhiu a givt'1 t ihil stite vector, and these

salmple' ar. in' lude~d tt all tour tlLe vectors in Appendix 1). These

typical exflpi arc now discussed in detail.

1) Loun itudinal Vector 1 (Figures Dl thruugh D4)

Overall, the IES baseline aircraft is by far the most controllable

and hltict, requirt2s the least control unergy to maneuver. The experi-

mental ip controls require much more deflection than the baseline LES

cont ro I .

2) Longitudi.nal Vector 2 (Figures D5 through D8)

Again, the LES baseline aircraft is by far the most controllable for

the least control movement. Now the experimental LES aircraft shows

control magnitudes just over linearity limits.

3) Lateral/Directional Vector I (Figures D9 through D13)

The LES baseline aircraft is still the best, with the experimental

wingtip system comparing very poorly in terms of control deflection

magnitudes. This is caused by the experimental system's having only

aileron control, with any state space movement corresponding to

ordinary yawing/rudder movements available only from the yaw coupling

response due to excessive aileron control. This result is certainly

consistent with expectations, given no aerodynamic yawing control

independent of the roll controls.

4) Lateral/Directional Vector 2 (Figures D13 through D16)

The LES baseline aircraft remains the best and the aileron-only

experimental aircraft again fares very poorly, so much so that it

violates linearity restrictions for control magnitudes.

Experimental Control System Evaluation

This study shows that the experimental wingtip control system
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( provid.- o11l M.l i;idI I ologituIdinaI control and totally inadequate

ljtcral/,tirc tin.iI toutrol. "This problem is initially predictable

trom th, sIlil fagLuitudes o the FLEXSTAB-computed elevator and

aileroi control power derivwitives, C and C , as shown in Table A.11,

,ompared with the corresponding baseline LES control powers. The

problem is also quantitatively demonstrated in the direct comparison

tests just mentioned above. Due to the FLEXSTAB symmetry restrictions,

wingtip rudder power has not been accurately modeled, but in light of

the wingtips' correctly-modeled yet very poor elevator and aileron

power, the rudder power is certainly expected to be equally poor with

respect to the baseline LES aircraft. With no known software available

to model nonsymmetrical rudder deflections, there is no method to

quantitatively verify this expectation. The only way to improve the

yaw control capability of the experimental aircraft so that FLEXSTAB

could correctly model its control characteristics is to add a conven-

tional fin and rudder on the aircraft's centerline. However, this is

essentially a conventional control system except for unusual placement

of the elevons. Wind tunnel testing appears to be the only way of

gathering data for any asymmetrical aircraft/control deflection

geometry.

Method Evaluation

The software used in this study does an excellent job of modeling

_linear aerodynamics of an arbitrary (symmetric) aircraft geometry,

then translating the aerodynamics into a state space linear dynamic

system suitable for analysis by a user-selected linear systems

analysis program - GRAMOP in the case of this study.
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I ,. n tI h n I" d re ;olul. rest ict inis wh I li nitis t b e observed. The

(~ ~ t rSi, PlFXlXhs IUMtl-y reVstrict i0, 1has been described already so

wiI I not be It her repeated here

Second, the litnearity restriction of all software must be under-

stood. Reference I and Chapters III and IV describe the linearity

asstn1plt ions used to derive the three programs used. Focusing on the

(;GO' program, it is necessary to understand the implications of

linearity to this particular optimal control problem in order to

correctly iuterpret its solution. The constraint equation (34), used

in the optimal control analysis, contains matrices A and B which are

derived using these linearity/small perturbation assumptions:

I) linear potential theory in FLEXSTAB aerodynamic paneling;

2) small perturbations around reference flight condition to

simplify the equations of motion. Thus the matrices A and B are a

valid physical model of the aircraft only for those aircraft and

control motions X(t) and u(t) which remain within the region of small

perturbations with respect to the selected equilibrium flight condi-

tion. Therefore, the only physically valid GRAMOP-computed optimal

state and control trajectories are those which also remain in the

region of small perturbations with respect to initial state and

control vectors.

Although linearity is assumed during the formulation of every

software algorithm in this project, several cases have been noted

where control and/or state variable magnitudes have violated these

perturbation limits. These results are caused by the combination of

two effects - constant A and B matrix elements and poor controllability.

First, the elements of both the A and B matrices are constant

41



....I I I I i I I I II I I I I t r o

d I. v I i ,% wI hIi , I 1 . a , i ti 'J o t i t vr thI I r t hi i'r- ma Ina I I p ,r u r-

bat ion Iog to ,ta both 1,k itrula and .tat C var iabi _ I .ponse of t Il

i ri,' I I t. Figure ' priovides an example. Figure 5A shows a

ypictl C. vcr.uus a( Cirve, while Figure 5B shows that the small

pertur -at foll appioximation adcquately models Figure 5A over the

C1,

Ac tua 1
A) Physical

Relationship

S15 -20'

C 
L

Approximated

B) Relationship
Using Linearity

Restrictions

0 15- 200

L 11 Valid
] j Model

Linear

C) Software
Mode 

L Model

0 15- 20 °0

Figure 5. Linearity Restrictions
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.ippropt tit vi Iy I imi td ra.it .o ol . Figure 5C shows that tlic

CoIlStJlIr-vd ILt L ot IiCieflL assunipt ioLI erroeo)tusly allows the algorithm

I to extrapolate the stability and control characteristics beyond their

region of physical validity.

Svconad, the GRAMOP algorithm makes extbnsive use of the

diagonal matrix of eigenvalues of W (t). Since the elgenvalues havec

no direct, physical state space meaning in terms of perturbation

magnitudes, they are only limited in that they must be non-negative

real numbers. But this matrix and its inverse appear in both u*(t)

and also x(t), equations (46) and (35). As described before, the

relative magnitudes of the Ai are a measure of controllability

quality along each of the orthogonal eigenvector directions in state

space. For even an assumed linear system, certain i may be so

small (i.e., those elgenvector directions 1 may be so poorly

controllable) that, when inverted in equations (46) and (35), they

drive the u(t) and x(t) values beyond linearity limits.

This combination of poor controllability and extrapolated

equations of motion results in the invalid, nonlinear output data

shown. The correct interpretation of this situation is that GRAMOP

cannot always compute the physically correct u*(t) and i(t) outputs

to reach every possible x(t f). This problem exists even for x(tf)'s
d£

which are themselves within small perturbation limits, e.g., if this

final state lies in a nearly uncontrollable subspace. The data in

such cases is still usable qualitatively, rather than quantitatively.

Violation of small perturbations in the output means that the physical

system cannot reach the given ;(tf) when constrained within only the

"linear region of motion." This is a valid, although only q9ialitative,
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mueasurt, dt a ir rlit t c(uitrol lAbility. It is certainly possible that

this xlLt LOU ld be reaIched using larger perturbations ini u*(t) and

x(t), but this type ot motion is beyond the scope of both FLEXSTAB and

G;RAMOP. In order to acquire valid numerical data from this software,

the tagnitude of the "linearly accessible" x(tf) should be scaled as

small as necesz;ary until the largest values in the resultant u*(t) and

x*(t) trajectories also satisfy the linearity constraints. That

scaled X(t f) then represents the maximum-magnitude of the "linearly

controllable" response in that particular subspace of (Rn).

The third restriction is that all solutions to this optimal

control problem depend directly on the user-input control weighting

matrix, R. Even if all constraint matrices A and B and all other

optimal conditions xf and tf are identical, resulting i*(t) and

u*(t) trajectories and J*(u(t)) will differ case-by-case with each

different R matrix used.

Recall that the R matrix form adopted in this study is diagonal

with non-negative diagonal elements. This choice of R yields a

performance functional as the weighted sum of squares

!R

The numerical values for each R directly measure the relative
ii

control energy "penalty" that the user wishes to attach to each ui.

Each Ri establishes a deflection magnitudelruj J W , which is re-

garded as costing one "unit of equivalent control energy". The

quantity ui = u 1 I then expresses ui as a "normalized" uj', in

terms of "equivalent control energy" units, instead of physical units

(e.g., degrees of control surfa-e deflection). The cost functional
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p; -i

22Li (60)

Thus, RI = (Ld) 2, or the square of the arbitrary, user-defined

physical-to-equivalent energy units conversion factor. The larger

R i becomes, the heavier the user is weighting (penalizing) the use of

control ui, as measured by J(u(t)). R allows the user to define

equivalent control energies for controls which differ physically.

The R matrix used in this study equated the control energies between

angular control surface deflections, measured in degrees, and

throttle movements, measured in percent of aircraft weight. The

author arbitrarily chose:

1) 5 degree control surface deflection to be one unit of control

surface energy

2) 10% of aircraft weight to be one unit of throttle energy.

Thus, since RL CY) 'I

R 0. 0. (61)

for fit1! (62)

For the lateral/directional cases, where only control surfaces (and

no throttle) are used, R was left as the identity matrix, since the

same 4  was assumed for all ut'a in these cases.

4i

454

n I.I



VI. Coiius Ion s and Recommendations

(.unL WS i onS

The specitic conclusions reached during this study are:

1) A quantitative measure of linear system controllability

t-haracteristics has been developed using the concept of control

energy, as defined by

0

This quadratic functional is used as the performance index in the

linear-constraint optimization problem; find the U(t) which minimizes

t

0

subject to the constraint, x - Ax + Bu, with x(O) - 0 and both

tf and i(tf) specified. The controllability Grammian

appears in both u*(t) and i(t) solutions for the optimization problem.

When W c(t) is expressed by its unique singular value decomposition

form within the u*(t) and X(t) expressions, it gives a ranking of the

controllability quality, i.e., control energy J(u(t)), required to

drive the linear system along each of the n unique, time-varying,

mutually orthogonal directions in state space described in Chapters

I and IV.

2) Computer software program GRAMOP has been developed which

analyzes any input linear system according to its controllability

quality by the above process 1). Specific program options include:

a) Calculate and display the time histories of all n

orthogonal, ranked response directions at any given final time;
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h) i 1 I ,-lk C 0 1L1lahi1 tol l id curresponding state variable

rCeipoluk LT Jick't0r)1 CS to reach any input final state x(t f) at the

speciticd I jial I ei c.

J) GRAMOI' has beetn successlully used on two basic aircraft/

tlight ,ondit ion combin.itions which were compared by first calculating

lungittidiual and lateral/directional controllability characteristics

Using option 2a above. Second, optimal control and state response

trajectories were then calculated to achieve selected x(tf)'s along

each ranked response direction, using option 2b above. See Chapter V

for details of these results.

4) All linearity assumptions inherent in the constraint

equation (34) must be carried throughout the interpretation of any

output data. In these aircraft test cases, the small perturbation

assumption restricts physically valid output data to those same small

perturbation limits. Any "large" output data is correctly inter-

preted as showing the aircraft's inability to reach the desired

X(tf) when using only "small" control inputs and state variable

responses. Once either control or state variable output magnitudes

exceed this region, the linear dynamics model is an invalid repre-

sentation of the physical aircraft system. In such cases, the mag-

nitude of the desired x(tf) should be scaled down until linear/small

perturbation constraints are met by all control and state output

data.

5) As implemented on the particular LES 230-Y aircraft, the

experimental wingtip control system was unsuccessful. This was

proven quantitatively by:

a) very low FLEXSTAB-computed values for control power
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deri iva ;

b) jior rt.lative performance in a "head-to-head" comparison

with thle basel ire aircraft;

c) frequent violation uf linearltv restrictions throughout

the coutrollabilitv analysis. The control system symmetry limitation in

FLEXSTAK also precluded accurate modeling of the rudder characteristics of

the winetips.

Recomendat ions

These recommendations center around changes in the physical

system being analyzed, and also possible modifications to the GRAMOP

algorithm.

First, this study looked at only the "raw" stability and control

derivatives of the basic aircraft tested. A useful extension of this

analysis would be to modify the A, B matrix representation of the

aircraft by including the dynamics of additional physical control

system equipment, such as the transfer functions for servos, stability

augmentation systems, etc.

Second, different cost functionals could be studied. The

present J(u(t)) penalizes only the magnitude of u(t), and allows any

u(t) rates with no penalty. Better aircraft-related analysis might

result from including some control rate penalty. Similarly, penalties

for x(t) and x(t) could also be added. This would make the cost

functional

4 +Xv YK Jr

Third, other software changes could be made to FLEXSTAB. A

routine could be added to produce linearized state equations. A most
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C td I nti ig -ou11 t L r/ I od ) yna iC Pi Ir~)jt.wL WUld lik to re.place FLIEXSTAB '

,x i.-it ilig w~rodyuiiic iel kIng codt wi L h other more adva.nced panel Iing

49



Bib.Lo.r~ayh

I. AFFDL-TR-77-55. A Method for Predicting the Stability Character-
istics of an Elastic Airplanc. Vol 1. FLEXSTAB 3.01.00 Theoreti-
cal Description. Seattle, Washington: Boeing Commercial
Airplane Co., 1977.

2. AFlDL-TR-77-55. A Method for Predicting the Stability Character-
istics of an Elastic Airplane. Vol 11. FLEXSTAB 3.02.00 User's
Manual. Seattle, Washington: Boeing Commercial Airplane Co.,
1977.

3. ASD Computer Center. ASD Computer Center Calcomp Plotter Guide
(Revision D). Wright-Patterson AFB, Ohio: ASD Computer Center,
1978.

4. ASD Computer Center. ASD Computer Center CDC NOS/BE User's Guide
(Revision F). Wright-Patterson AFB, Ohio: ASD Computer Center,
1979.

5. Bowlin, W.R. et al. Military Airplane Aeroelastic Cycle Study
(Document #D180-25038-1). Seattle, Washington: Boeing Co., 1979.

6. Control Data Corporation. Fortran Extended Version 4 Reference
Manual (Revision B). Sunnyvale, California: Control Data
Corporation, 1976.

7. Control Data Corporation. Intercom Version 4 Reference Manual
(Revision B). Sunnyvale, California: Control Data Corporation,
1976.

8. Fortmann, T.E. and K.L. Hitz. An Introduction to Linear Control
Systems (Control and Systems Theory Vol 5). New York: Mareek
Dekker Inc., 1977.

9. Kleinman, D.L. Computer Programs Useful in Linear Systems
Studies. Cambridge, Massachusetts: Systems Control, Inc., 1971.

10. Kleinman, D.L. Description of Computer Programs for Use in Linear
Systems Studies. Dept. of Electrical Engineering and Computer
Science, University of Connecticut, Storrs, Connecticut, 1977.

11. Luenberger, D.G. Optimization by Vector Space Methods. New York:
Wiley, 1969.

12. Moore, J.T. Elements of Linear Algebra and Matrix-Theory. New
York: McGraw-Hill Book Co.,, 1968.

13. Ogata, K. State Space. Analysis of Control Systems. Englewood
Cliffs, New Jersey: Prentice-Hail Inc., 1976.

L ";'50



t.4. j\,,ijjji, j.. I qIit ipyli'ics ot (i~itI and Iilatic Airplanes.

JIit 1. 1-.61rQ1L-C' Kansas: Roskam Aviationt and Engineering Corp.,

15. ',LtwartL, G.W. IntroduCLion LO Matrix Compu tations. New York.

A,-adomIie P~ress~, 1 973._________

51



Al I cl .i x A: Ali t if t ~j~Ifcat (oiis au PIYS~ #-su Its

lh.s Aplpeind ix cont lIitsi II )1.uo] ietr ic s pec If icat I cti ,, trim
parameters for t'li-ht conditions, andi resultant .,taf;ilIttN

and cntr(l data for the aircraft used In thi; -tudv.

5i2



Table A.T

Aircraft Data Specifications

BOTH
LES - 230Y

MODELS

WING AREA (FT**2) 670

REF. CHORD (FT) 25.55

WING SPAN (FT) 34.87

AIRCRAFT WEIGHT (LB) 36970

MOMENTS OF INERTIA (SLUG-FT**2)

Ixx 25940

IYY 136800

IZZ 155500

IXZ 11700
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'fable A.TI

Trim Parameters

BOEING EXP'L
LES LES

MACH NUMBER (ND) 0.80 0.80

ALTITUDE (FT) 35000 35000

VELOCITY (FT/SEC) 779 779

DYNAMIC PRESSURE (LB/FT**2) 224 224

ROLL ANGLE (DEG) 0 0

ROLL RATE (DEG/SEC) 0 0

YAW RATE (DEG/SEC) 0 0

NORMAL LOAD FACTOR (ND) 1.0 1.0

ANGLE OF ATTACK (DEG) 1.85 2.11

FLIGHT PATH ANGLE (DEG) 0 0

PITCH ATTITUDE (DEG) 1.85 2.11

THRUST (LB) 5627 2450

ELEVATOR ANGLE (DEG) 4.3 35.7

SIDESLIP ANGLE (DEG) 0 0

AILERON ANGLE (DEG) 0 0

RUDDER ANGLE (DEG) 0 0
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Table A.TIT

FLEXSTAB Stability and Control Derivatives

BOEI NG LES EXP 'L LES

CLo(ND) 0.0906 0.0661

CDo (ND) 0.0231 0.0046

CM (ND) 0.0320 0.0386

CL1 (ND) 0.2464 0.2464

CD1 (ND) 0.0375 0.01633

CM1 (ND) 0.0 0.0

CLu (1/RAD) 0.5446 0.5722

CDu (I/RAD) 0.0458 0.0400

Cu (1/RAD) -0.0272 -0.0276

CL A (1/DEG) 0.0377 0.0332
I4

CD,(1/DEG) 0.0070 0.0068

CM1 (1/DEG) -0.0009 0.0011

CLq (1/RAD) 2.1825 1.8951

CDq (1/RAD) 0.1741 0.1636

Cq (1/RAD) -0.7779 -0.6509

C y (1/DEG) -0.0104 -0.0025

C, (1/DEG) -0.0010 0.0007

Cno (1/DEG) 0.0030 -0.0006

cyp (I/RAD) -0.1572 0.0931

CIp (1/RAD) -0.1821 -0.1276

Cnp (1/RAD) 0.0860 -0.0277

Cyr (1/RAD) 0.7309 0.0200
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I'abiL A.TIT (continued)

tBONu; LES EXP'L LES

C (I/ RLIA) 0.1384 0.0488,C r

C (1 /RAI) -0.3679 -0.0458

CI, (I /RAD) 0.7875 1.1347

C ( I /RAD) 0.0995 0.1304

CM. (I/RAD) -0.2344 -0.3244

ICy (I /RAI)) -0.2187 -0.2205

Cj. (1/RAD) 0.0033 0.0018

C11. (1/RAD) -0.0037 -0.0104

CL E (M/DEG) 0.0196 0.0031

CDj E (/DEG) 0.0015 0.0001

Cm4 E (I/DEG) -0.0071 -0.0011

Cyk (/DEG) 0.0018 -0.0016

C t. (1/DEC) 0.0034 0.0009

ACn S ( I / D EG)  -0.0011 0.0005

Cyi (1/DEG) 0.0044 0.0002 *

CAS (1/DEG) 0.0009 -0.0000 *

Cn (I/DEG) -0.0024 -0.0001 *

* These derivatives correspond to strake deflection
and are Ignored in any subsequent calculations.
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Al~cid il~:~dp c (jtp tJ iafor LES- 230Y

This is a -oltection of sampIc output data generated for the

Boing LES 230-Y using Lthe original fliglht control system at the

flight conditions outlined in Chapter V.
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Appendix C: Samp-l_ Outptiut tor Modified LES 230-Y

This is a collection of sample output data generated for the

Boeing LES 230-Y using the proposed new flight control system at the

flight conditions outlined in Chapter V.

81

.1,

I.



Gav

a 0

hi --4

40

oll 0- 0 IVt us, I o

as "a.go5a*

aC ~~~CA at"mi UO l l a "li"- 
-8

"°10 U')1 H 1 d J

5 IL 0AJ '"OJ"I
flhimtII 't

820

4J!

- a.ii I I-I



CK

..

w

a 'a
- -i

-00mul alo 0 3

CC

low 0- 9 e g -

all 048a,-a

0-83



V.

U
0

2
.4

C'

N

S.- 
ai.~

4 J

I- K

k .4
- U

U
a'

0
4.'

S In

4~
C

8

.~ .~

* 
4J

C
0

LJ4n
-j
6~~U

C
I-
I..
K 5-

61
0.

s 2
C 

Lii

U

b
* IA.

ii.- mu.- &g.- g3*.

(0301 dii i4~ Q (0301 iii IHOIM X

(AU 3131 I1USWEL ~



10

0

4 j

IA-n

all as

001 all
9-e031S M 31

(030 O**g MN

85'



40

44

4-

-J 0

I-L) - 41

00

CP

--

10

Cj

I.-b

al-to
(Ojo jilIjal (030 411IMI

301 GJILGV

86



a -

S.- o441 H l0"-o'

L

543

'431

~Q)
Sx

hAo"o" lJa' oe -.. 5

hAU

-ago old OR,- at.-

do Go

ii*

o* a-

k* of,

, r, -1 03 09.-1

(LA 3011411"

87



IAI
0U

41 4

10 
4

zC

En E

Cit -O

-all

asal006a,

1339/301 aum "3igk'
go, 1. 9 . 0 01.

al t al t-al

100 3"1l W 41d

VIVO.

all Do- oil



40,,uA

wa

SU

IA

w

U -

r_

341 ' S

ak

o ,t

3411

!U

IAJ

I.- 011O 
° -

O ' 0
oil

al at 00 l Go. asn. ,

(3361301 ava V
t-- - 19 , fu l s , 1 1.08 loo

all at "Ifa**

41- 1031 3foj) AJ31A IN

. . . .. . . r I l w o l. .

0I 0eg* 0' 08*-

(3900 LdHL



7 ,

ILI

-, a

I oGalt Ustie~ =
I-I

e~as bill-13;/J Ii~D~J

.m"l at* J3llt bil'l~l l , W*

a"0 " I --

.99OI ) owsm HJ I IV

na"t at all-

90

I "I-i I ,



0

J0

o to

I 4 J 4J

Dole 4.0 f *1call

91~



a00Ito w

M

4

U) 
41

Lai

4m9

29



, '

.440

0

C'

91.1I  .

I.: SIlO" l'l0"-O~ 
T

4-.

ID

.-

l11l w a- 41"4-

93



I'L
GA

0

ICI

I-m

94~



GA

'40

C3C

Ix 0

a49 a -lai s31W 43I

hLi

16032 W0133voo 103 "1133ia

95C



a--

0 6.

go

00

4J

1A.

i aI,

ha

II

* I

i I-.

' 3 1 -O8w

L &J

96

hi 0)*O O"O -Dr ,

a- '

* ww

£3101 Od dielig X4

( 03) 3lJSNU 14US 0J

96



cc

0

0
4A

at 9w
wI

to4

I-m

a!J

at0

(60 alft,

Flow.
IksB * at*-

I-6



1' .4 U,

E
0
U
a,

4j~

0

*4

Ii-
4-h

B

ED 4.,'0

IiJ U)

0

4i

- 0
-4-,

-~ .4-h
U

.im-

I..Eua,

-J

In'aLaJ-J

4.,E0

S.-

S

I-

r4
U

SI 1 S~- I

eta, ju 1431 0 1030' ilL IM0I~ X

- 98 j



CL

I IOA

C3

4-

c

1 1 " 1 --- ---- I - - -G

1 go Ou l' 1 4 14 -

(33/0301 310V I'WA

99

. ,i U
i . 0

lllll li I a,



40

41

3..

4J

to6

Ia-C

43

C

Ix

w

F

(030 al a,4)314111Ol

100



afa

C14

ot t. aO

0030 av w

41lla l at.-

10



IA

0; CL

• O •I oil • I? • 0"-Ot• 
-

gives .9
m 

0 1vl

O" ago all- a -

as GO Ol" of ft-

(336A010 .1N 311814A
102

hil

o



" 1 - - ... "-

Br
3b

I'IV

hi C

O I" V "IM 011301 X

1. 1010 p"fI~ vlll] I W

lat, ft . all' It-

vi o ' Is 1- 1

al s.al a -

1330/0301 31L09 "VA

10:3

h.. !

B;-J
, • .. . . "+ _

III II ,4..



.4)

4Ah

2Q
0

0

4.1

C3-

41

c. OS el da

(4301 -0 J19301 X

104



L

&A

4j

L €AJI.D

eq

100

c- .

I030) il ia G) 40 I i



7a
-4

4

, iI.I I I I I

U

- o0IA 0

I- U

Cl

LI..

f 01*1010 ti¥ s-

'aO

106

.9 V l - -- -- - -I

a.-s

13600 aU N

106



C)Cua

ILi

'4.

LIU

to I

02 .11

U107



40

, a,

4

Bg

IA

40

a-

k, 41

o110 41

U.U

04

o il . .... .

"Is-

OIJ ~~10 l IIi

08"-
4Oll]IN ~mQr

Lfl

haa- NlI " a'

00

ii i - -- I- I- - .



6.

4j

.4 I

I,-

.4J

109



0
4D

UF
- BA

*
U

I- 8
.4.1

o - I,
U

L
0

.4' ~U

4Jen
2 a

Li
0 -
0 a

i

L

4Io-c

i
le~ L&J

~1
-j

I-
.4- 4-IC

*
I.

* GD
'4

S.. Sj.1
M I.-
hi a

C

* a,

A31 Alt SI'- NI- a,

£693 I WOIS3INIO w *uw I ~ U

£603 * NOIS3IWQ - £603 I Nh!13BUE0 v a'
U-

110

4-



AI~pv'ndix I): S~unde Iata for Direct Aircraft Comparison

1his c lectitu of data shows a direct comparison between all

three aircraft. They were each flown to the same arbitrary set of

two longittidin;i and two lateral/directional final state vectors, as

outlined in Chapter V.
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pp ! ix RA.MO11 Program Usr' Guidef UGenerali

This guide describes the detail instructions for using the GRAMOP

computer program to analyze the following optimal control problem:

find the optimal control history u*(t) which drives the state variable

system from initial state i(O) -0 to the arbitrary user-input final

state x(tf), and which also minimizes the cost functional

t4

J4 (o) S FAT -r) -R Ei
(

which is subject to the state space constraint

x Ax. + Bu (E-2)

C
Matrix R is restricted to a diagonal matrix with non-negative diagonal

elements. Details of the theory used in GRAMOP may be found in Chapter

IV of the thesis, " Calculating Aircraft Controllability Quality".

GRAMOP contains two basic options:

1) TRAITS option - calculates the controllability characteristics

or quality of the linear system throughout the n-dimensional state

space. This is done by finding the n time-varying, mutually orthogonal

directions in (Rn ) made up of:

1) f 1(t), the easiest direction of all to control in (Rn);

2) i 2 (t), the easiest direction of all to control in (Rn-i), that

particular subspace of (R) which is orthogonal to direction 1;

i) V.(t), the easiest to control direction in the space

(Rn- 1+ ) which is orthogonal to direction (i-i) above;
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C..

n) (t), the most difficult direction of all to control in (Rn)
n

2) XUHIST option - calculates both the state history i(t0 ,tf),

and the optimal control history u*(t0,tf) which drives the system from

x0 0 to x(tf) xf along the state trajectory ;(t0 ,tf) for any user-

input system, Xf , and tf. This option can be used to investigate some

state and time of interest to the user, or to analyze results from the

TRAITS option; i.e., obtain sample control and response histories

which move the system along a specific "ranked" direction, calculated

in the TRAITS option, at a specific final time.

Input data formats are as follows:

CARD NO. VARIABLE NAME FORMAT

1 ISTOP List-directed (LD)

DESCRIPTION - Flag to start (1) or stop (0) GRAMOP execution.

CARD NO. VARIABLE NAME FORMAT

2 N,MI LD

DESCRIPTION - N = number of state variables, M number of control
variables, and I - computer hardware flag: (1) INTERCOM, (2) - batch.

CARD NO. VARIABLE NAME FORMAT

3,4 ID(l), ID(2) 2AIO

DESCRIPTION- First (second) card has 20 characters for first (second)
line of plot title box of all plots

CARD NO. VARIABLE NAME FORMAT

5 NOUT LD

DESCRIPTION - Number of variables X and/or to be plotted or printed.

(must be less than or equal to 5).
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CARD NO. VARIABLE NAME FORMAT

6,7 YTITLE (I,IM) 2A10
YTITLE(1,20+[M)

DESCRIPTION - First (second) card has 20 characters for y-axis print
header/plot label for IMth state variable (M t cost history). There
are N (see card 2) pairs of cards 6,7 - a pair for each xi.

CARD NO. VARIABLE NAME FORMAT

8 YTITLE(l,10+IM) 2AI0

DESCRIPTION - contains 20 characters of y-axis plot label/print header

for IMth control variable. There are M (see card 2) cards 8, one for

each uI .

CARD NO. VARIABLE NAME FORMAT

9 IX(J),J-l,NOUT LD

DESCRIPTION - These are the addresses/subscripts J of all x which are
to be printed on plotted. (All on one card 9)

CARD NO. VARIABLE NAME FORMAT

10 IU(J),J-l,MPLOT LD

DESCRIPTION - These are the addresses/subscripts J of all u which are

to be printed or plotted. (All on one card 10)

CARD NO. VARIABLE NAME FORMAT

11 L1,L2,YY LD

DESCRIPTION - Matrix A(B,R) input cards; each A (Bi, R ) is input

as iji A . Each card except the last ends wI~h acol, and the
last card r each mtrix ends with - "0/". There is one set of cards

11 for each of the three matrices: A,B, and R, in that order.

CARD NO. VARIABLE NAME FORMAT

12 KTRAJ LD

DESCRIPTION - Output option flag; (1) - plot only, (2) a print only, and

(3) both print and plot.

CARD NO. VARIABLE NAME FORMAT

13 IXU LD
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A DESCRIPTION - This is the XUHIST routine option flag; (1) means run
XKUHIST, and (0) means do not run XUHIST option.

If IXU - 0, go to card 19; if IXU - 1, the following cards are required:

CARD NO. 14 (TO,TF,NTPTS LD)

DESCRIPTION - TO - user specified initial time; TF - user-specified
final time; NTPTS - number of evenly-spaced "sample" points at which
output data is calculated In the interval (TOTF). (Must be less than
100)

CARD. NO. 15 i(TF) LD

DESCRIPTION - User-specified final state vector at final time TF (see
card 14). Same format as card 11.

CARD NO. 16.17 (ID(3),ID(4) LD

DESCRIPTION - First (second) card contains 20 characters of third (fourth)
lines of 7(t) plot title box. Input this card only if KTRAJ (see card 12)
is 0 2.

CARD NO. 18 (NSCALE) LD

DESCRIPTION - The i(t) plot y-axes scaling flag; (0) - scale all
variables identically; i.e., plot all state variables against a comon y-
axis; (I) - scale all variables separately; i.e, each variable is plotted
against its own scaled y-axis.

A second set of cards 16 - 18 now follows, in identical format, except
ID(3),ID(4) are now the titles for the U*(t) plot title box lines 3 and
4, and NSCALE - scaling option for the control variables history plot.
For each time interval (TO,TF) and final state (x(TF)) combination desired,
add an additional set of input cards as follows:

a) one card each 14 and 15, plus
b) two sets of cards 16-18.

To exit the XUHIST option, input a final card 16 as
TO - 0. , TF - 0., NTPTS - 0

CARD NO. 19 (ITRAIT LD)

DESCRIPTION- This is the TWITS option flag; (1) = run the TRAITS
option, (0) - do not run the TRAITS option.

CARD NO. 20 (TF1,TF2,NTF LD)

DESCRIPTION - These Inputs correspond to the same variables as those on
card 14.

CARD NO. 21 (IDBUG LD)

! i.
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4 DESCRIPTION - print flag; (1) - write debug print onto local

file name TAPE7; (0) - do not write any debug print.

Note: Debug print includes eigenvector time histories, and so is very

desirable to have for later XUHIST use. Remember to include the cards

REWIND, RERUN, COPYSBF, RERUN, OUTPUT in the JCL statements after the

GRAMOP execution card, in order for the print file to be routed to the

printer.

CARD NO. 22, 23 (ID(3),ID(4) LD)

DESCRIPTION - The first N(aee card 2) pair of cards contain the 20

characters of the third (fourth) line of each ranked eigenvector plot

title box; the last pair of cards contains the 20 characters for the

ranked coat plot title lines 3 and 4.

A new set of cards 20 - 23 is input for each time interval (TFI,TF2)

desired. To exit TRAITS, input a final card 20 with TFI - TF2 M "0."

and NTF - "0".

After all option cards for the TRAITS option, the next (or last) card

is another card I with ISTOP - 0 to end the GRAMOP run, or with ISTOP

I to read another complete set of GRAMOP run input cards.
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Samrle GRAMOP Input fleck

CASt T rTL (
CASE TITL, (4

STATE- VA -TtUL I

DjRFCTlIhC09T

O1Rp1 ION I. COST
CONTROL I
SONTROL 2

1 3 9(.718f- 44 +(
2 1 l
2 2 0

2 3?l t1 $

3 -. 6'49e5it!
3o4 :!' si-! 5o
4g 1 *51 4AZCI
42 IN7.11I. E-1 f
43 e2qs23f?-I?
4.a -*23Ff*3EC.C
o/

I I oil 6#.E-02
1 2 *42654.E-0i

3 1 4;T~@
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(1) poor longitudinal and lateral control power)
(2) no yaw/rudder control available due to symmetry restrictions in the

linear aerodynamics software.
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